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Smart sanitation technology, or SST, refers to digital 
technologies applied to the sanitation industry. The 
breadth of applications can be wide, but they are quickly 
rising as popular public health tools, especially thanks to 
their potential for epidemiological analysis. While SST 
might sustain the vision of the UN Sustainable Devel-
opment Goals, it can also lead the continuous surveil-
lance of individual existence—an often-criticized feature 
of smart city architecture—to an exceedingly private 
location: the toilet. The data collected by many SST 
applications can be considered health data, the improper 
use of which can generate harm and stigma. This paper 
provides the first discussion of a policy framework for 
this technology by applying basic and uncontroversial 
principles (scientific evidence, necessity, proportionality, 
time boundedness, and privacy) to the use of SST for 
public health purposes.

Sanitation infrastructure delivers many essential ser-
vices, including access to sanitation installations, 
management of wastewater, and prevention of water 
pollution. Increasingly, the digital revolution has had a 
major impact on the sanitation sector. It has allowed the 
automated collection of data to monitor the functioning 
and performance of the infrastructure, citizens’ use of 
its installations, and the presence of pathogens in the 
wastewater (Toilet Board Coalition 2021). The term 
Smart Sanitation Technology (SST) has come to identify 
these and other applications of digital technology to the 
sanitation industry.

SSTs are still emerging, but they are quickly rising as 
critical public health tools, especially in response to the 
COVID-19 pandemic. There are already multiple use 
cases: The UK set up a sewage monitoring system to 
collect COVID-19 data in the local wastewater (Gill 
2021); the city of Cambridge, MA employed a similar 
system with the support of Biobots Analytics-- an MIT 
spin-off that offers computational tools to analyze waste-
water data (City of Cambridge MA 2020). 

Epidemiological analysis of the sewage system, how-

ever, has a long history that precedes the COVID-19 
pandemic. Many of its applications have monitored the 
transmission of other diseases such as noroviruses (Mus-
cillo et al. 2013; Sharif et al. 2020), polio (Goodridge 
2020; Hovi et al. 2001; Riordan 1962), hepatitis A 
(Hellmér et al. 2014), and antibiotic resistance (Dai et 
al. 2019; Sharif et al. 2020).  

Digitalization quickly became part of these processes. 
For instance, in 2018, the city of Pune, India, included 
wastewater monitoring in its smart city data collection 
and visualization system to improve the provision of 
sanitation services, increase the efficiency of wastewater 
treatment and management, and improve the prevention 
of common ailments such as diarrhea, typhoid, dysen-
tery, diabetes, and hypertension (Toilet Board Coalition 
2018). Other uses of SST include the collection of data 
to monitor the status and use of sanitation infrastructure 
(GSMA 2017; Morais and Kore 2020) and automatize 
its maintenance (Garv n.d.), or monitor individual 
health trends (Coprata n.d.; Park et al. 2020).

It is in impoverished communities—where inade-
quate infrastructure for water, sanitation, and hygiene 
(WASH) causes a higher prevalence of water-borne 
illnesses—that SSTs have been most welcomed. Lack 
of improved sanitation is a major contributing factor to 
under-five childhood mortality in developing countries, 
mostly through diarrhea and other water-related illnesses 
(Tumwine et al. 2002). Globally, 3.3% of deaths and 
4.6% of disability-adjusted life years are attributed to 
diseases connected to poor water sanitation and hygiene 
(WASH), over half of them in Sub-Saharan Africa alone 
(WHO 2019). In 2019, countries that rank low on the 
Sustainable Development Index had 8.62% of deaths 
caused by diarrheal disease (IHME n.d.). Between 2012 
and 2015, healthcare costs and loss in economic produc-
tivity from poor sanitation caused a financial burden of 
an estimated $260 billion worldwide (Hutton 2013). 

The World Health Organization has published a set 
of guidelines to monitor the health of communities 
worldwide using a variety of water-borne disease indi-
cators (World Health Organization and United Nations 
Economic Commission for Europe 2019), and address 
outbreaks. SSTs might provide an avenue to expedite 
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this process (Impouma et al. 2020) and lower its cost by 
better targeting public health interventions. The under-
development of the sanitation infrastructure in many 
low-income countries offers the opportunity to leap-frog 
to solutions with a digital component (UNICEF 2021). 
In high-income countries with a higher prevalence of 
non-communicable diseases (IHME n.d.) like diabetes 
or cancer, SSTs might help fill gaps in preventive care 
(Borsky et al. 2015). 

Nevertheless, these technologies present important 
ethical concerns. The machine learning systems that 
often power SSTs can find correlations in large datasets, 
but often cannot pinpoint causation, with the risk of 
generating inaccurate conclusions (Blyth 1972; Boyd 
and Crawford 2012; Valiant 1984). Machine learning 
algorithms adapt to the dataset they operate on and 
can often become opaque to their users—it is hard to 
understand what drives their outputs-- hampering the 
recognition of any estimation bias (de Laat 2017; Mit-
telstadt et al. 2016). When flawed inference misinforms 
policy intervention, it can lead to the misidentification 
of issues (Danks and John London 2017; Shah 2018), 
unnecessary health surveillance, and stigma (Kitchin 
2014, 2016). The sensitive nature of health data raises 
concerns over its collection, use, and sharing. Therefore, 
to be a driver of sustainable development, SSTs must 
comply with privacy and ethical standards.

This paper provides an overview of the state of the art of 
SST, forecasted trends, and use cases. It also makes poli-
cy recommendations based on ethical and human rights 
considerations that should guide all on-the-ground 
implementation of SSTs. To our knowledge, this paper 
provides the first analysis of the issue and proposed 
solutions.

What is Smart Sanitation?

The breadth of SST applications can be wide. Monitoring 
systems that support municipalities as they manage 
their sanitation infrastructure, mobile applications that 
match sanitation services to users, biosensors used for 
epidemiological monitoring, and sensors to support 
individual health management are widely different systems 
that fall under the umbrella of smart sanitation. In the next 
section, some broad applications of SST are reviewed.

SST for Infrastructure Management

In its most general form, SST is part of the broader 
Smart City trend which employs digital technologies, 
the collection, and the analysis of data from around the 
city to streamline the management of public services 
and provide information for further planning. Under 
this framework, municipalities might work to map and 
track their wastewater systems, check the health of their 
infrastructure, and perform regular maintenance.

In 2020, the Kampala Capital City Authority (KCCA) 
developed a GIS-based platform to map pit latrines and 
septic tanks in the city of Kampala, Uganda. In Kampala, 
70% of the population relies on pit latrines, and 94% of 
the population does not have access to sanitation directly 
connected to a formal sewage system (Morais and Kore 
2020). Platform users are able to upload information 
about a septic tank or pit latrine, including its location. 
The system matches them to the closest registered pit 
emptier, thus facilitating the collection of waste. It also 
collects data on the characteristics of the sanitation facility 
and the transaction, such as the amount paid or the volume 
emptied. Of the 85% of pit emptiers who use the app, 63% 
reported an increase in their income, suggesting that the 
app improved the connection between sanitation service 
providers and their market. It allowed authorities to collect 
data that might guide the allocation of resources and the 
future development of the city’s sanitation infrastructure 
(Knezovich and Vairavamoorthy 2021; Morais and Kore 
2020).

SST can also collect data on the use and maintenance of 
sanitation facilities. The India-based company, GARV, 
developed self-cleaning toilet stalls that can be installed in 
public spaces (Garv n.d.). On top of automatically cleaning 
themselves, the stalls collect data on the number of people 
who visited the toilet, how many of the visitors flushed 
or used the soap dispenser, and the amount of water used 
(Toilet Board Commission 2021). The data collected might 
inform targeted public health interventions like educating 
communities on hygiene practices and stewardship of 
natural resources. The city of Pune, India, among others, 
has adopted these systems. 

Both applications, KCCA’s GIS-based map and GARV’s 
public restrooms, show encouraging results: the solutions 
seem to be well perceived by their users (Toilet Board 
Commission 2021) while providing information to local 
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policymakers . Nevertheless, there needs to be further 
assessment of whether these systems achieve their ultimate 
objective: improving health outcomes in the adopting 
communities.

SST for Epidemiological Monitoring
SST also includes the use of sensors in toilets, sewage 
pipes, and septic tanks that collect data to infer the 
health status of the community of reference by study-
ing its wastewater. Data collection is performed by a 
variety of systems including biosensors, acoustic, and 
visual sensors. Acoustic and visual sensors record sound 
and images respectively which are then used as inputs 
in algorithms that predict the probability of diseases 
(Costa 2020; Ghayvat, Pandya, and Patel 2020; Song et 
al. 2014). A biosensor is a device that generates a signal 
whenever it detects a target of analysis. For instance, 
a glucose biosensor can detect the presence of glucose 
in a person’s blood, quantify it, and communicate it to 
the user, either directly, or by sending the data from the 
biosensor to a mobile application  (Kim et al. 2019). 
Biosensors applied in sanitation contexts can detect 
biomarkers present in wastewater (Rary et al. 2020). 
They have been used to track the presence or diffusion 
of infectious diseases, such as HIV (De La Rica and Ste-
vens 2012), E.coli, and tuberculosis (Yang et al. 2015), 
cancer markers (Lucarelli et al. 2002; Maraldo, Garcia, 
and Mutharasan 2007) and other pathogenic bacteria 
(Webster et al. 2014). A study used the mix of bacteria 
found in the sewage system to predict the prevalence 
of obesity in the population of reference (Newton et 
al. 2015). Biosensors can also be used to assess the 
consumption of legal substances (like caffeine, alcohol, 
or nicotine), medical drugs (antibiotics or opioids), or 
illicit drugs (cannabis, cocaine, or ecstasy) in the general 
population (Castiglioni et al. 2015; Gatidou et al. 2016; 
Ort et al. 2014; Rodríguez-Álvarez et al. 2015; Senta et 
al. 2015).

These systems detect the presence and magnitude of 
disease outbreaks more accurately than self-reporting of 
symptoms, and in a more timely fashion than regular 
testing (Welling et al. 2022; Wu et al. 2022)—especially 
when the illnesses have long incubation periods or high 
prevelance of asymptomatic cases in the population 
(Toilet Board Commission 2021). Additionally, epide-
miological monitoring is less invasive than individual 
testing. In 2020, for instance, the city of Cambridge, 

Massachusetts, partnered with Biobot Analytics to set 
up a network of automatic water sampling bots across 
the city to study the diffusion of COVID-19 (MIT 
Underworlds Project n.d.). This COVID-19 surveillance 
system provided information on a smaller geographical 
scale compared to wastewater testing at the treatment 
facility of Deer Island (Toilet Board Commission 2021) 
and allowed researchers to anticipate the presence of new 
cases 4-10 days before the emergence of clinical data 
(Welling et al. 2022; Wu et al. 2022).

Data can be collected at different geographic levels of 
analysis. Wastewater-Based Epidemiology (WBE) his-
torically has often been conducted at the sewage treat-
ment plant level. However, the development of small 
and portable sensors allows for the collection of data at 
a finer scale. For instance, MIT’s Underworld project 
developed automatic wastewater sampling stations that 
collect data upstream of the sewage plant by placement 
into manholes around the city, allowing for data col-
lection from smaller communities (MIT Underworlds 
Project n.d.). Data can also refer to the population of 
single buildings by placing sampling stations where 
the building waste enters the municipal sewage system 
(Duke Center for WaSH-AID--COVID-19 n.d.; MIT 
Underworlds Project n.d.; Olesen 2021). 
These solutions rely on the presence of a sewage system, 
but in 2020, only 34% of the global population used 
private sanitation facilities connected to sewers from 
which wastewater was treated (WHO 2022). In 2019, 
countries that rank low on the Sustainable Development 
Index had 8.62% of deaths caused by diarrheal dis-
ease, 4.77% by tuberculosis, and 3.46% by HIV/AIDS 
(IHME n.d.), all conditions whose diffusion could be 
detected early through WBE.

Therefore, applications in low-resource settings often 
employ source-point data collected from public latrines. 
In a pilot project sponsored by the European Space 
Agency, the Irish company, Woodco Bioscience, tested 
the feasibility of providing poor communities with pub-
lic latrines equipped with sensors that infer the preva-
lence of diseases. The information gathered is sent to a 
data repository through a cellular data network. Togeth-
er with weather information and satellite images, the 
data is used as “inputs to disease early warning models” 
(Space for Sanitation - Woodco 2020; Toilet Board Coa-
lition n.d.). The system might inform a proactive public 
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health response that precedes and prevents crisis-level 
outbreaks.

SST for Individual Health Monitoring

Finally, SST can also be used to continuously monitor 
individual health as opposed to the disease prevalence in 
a whole community. For instance, the private company 
Coprata is commercializing a smart toilet developed at 
Duke University that collects stool samples, automati-
cally capturing data such as “volume, consistency, color, 
and presence of blood in stools” (Coprata n.d.), all of 
which are indications of serious ailments, including 
colon cancer. Researchers at Stanford have developed 
a smart toilet solution that can automatically perform 
both urine and stool analysis, and sends the results to 
a cloud-based health portal accessible to the user and 
potentially her healthcare provider (Park et al. 2020).

Since multiple household members commonly share 
toilets, smart toilets need to be able to associate the 
health data collected with a single individual. There are 
competing solutions to that end. For instance, Coprata’s 
prototype uses a “QR code and Bluetooth connection 
via a digital app” to identify the collected samples and 
data (Coprata n.d.). Park et al. (2020)’s smart toilet is 
equipped with a fingerprint scan on the flush lever and 
an anus camera that serves as an analprint scan.
 
These passive and non-invasive health monitoring sys-
tems can be breakthroughs in the prevention of diseases 
for which early detection drastically improves the chanc-
es of recovery. Even though as little as a month delay 
in treatment can drastically decrease the effectiveness 
of cancer therapies (Hanna et al. 2020) a 2015 survey 
shows that only 56.2% of 50-64-year-old men, and 
61.2% of women in the same age group, received colon 
cancer screening in the US (Borsky et al. 2015). Con-
tinuous monitoring of waste can compensate for gaps in 
preventive care. Nevertheless, it is still unclear whether 
they ultimately lead to better health outcomes.

Policy Guidelines

This section outlines five principles to evaluate SST 
based on the European Convention on Human Rights, 
the International Covenant on Civil and Political Rights 
(ICCPR), and the United Nations Siracusa Principles 

(which sets the limitations of human rights principles at 
times of national and international crisis, including pub-
lic health emergencies). According to this framework, 
adapted from other applications of technology to public 
health crises (Morley et al. 2020), the technology has a 
green light for implementation if: 
• there is evidence that it improves outcomes (scientif-

ic validity), 
• there are no better and less harmful alternatives 

(necessity), 
• social or individual costs are justified by the gravity 

of the situation (proportionality), 
• the deployment plan sets reasonable and realistic 

sunsetting provisions (time-boundedness), and 
• the implementation does not disclose more personal 

information than an individual might want to share 
(privacy). 

Figure 1: The five conditions that SST must fulfill to justify 
its adoption.

The following discussion outlines how these broadly 
accepted principles apply to SST and how policy in-
terventions can be designed to align any type of imple-
mentation with these criteria. Figure 2 offers a decision 
map to check the feasibility of SST implementation for 
public health purposes based on the previously outlined 
principles.

Scientific Validity
Scientific validity refers to the availability of evidence 
that supports the claim that the technology in question 
can achieve its intended purpose. Two conditions are 
necessary for this principle to be fulfilled: The first is 

Scientific Validity

Necessity

ProportionalityTime Boundedness

Privacy

There is evidence that it 
improves outcomes

There are no 
better and 

less harmful 
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disclose more 

personal 
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an individual 
might want to 

share.

The social or individual 
costs are justified by 

the gravity of the 
situation.

The deployment plan 
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realistic sunsetting 

provisions. 
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that the technology functions as intended. The sec-
ond is that it achieves its ultimate objective, in this 
case, improving health outcomes in the community of 
reference. Assessing this principle, therefore, requires 
a combination of insights from multiple disciplines to 
assess technical feasibility alongside behavioral and social 
dynamics.

SSTs encompass a wide array of solutions at different 
levels of development and testing. Therefore, they do 
not enjoy the same level of evidence of their effective-
ness. For example, studies have confirmed that auto-
matic wastewater samplers and subsequent analysis 
can accurately predict the prevalence of SARS-CoV-2 
infections at the neighborhood and residential level with 
several days of anticipation (Welling et al. 2022; Wu et 
al. 2022). On the other hand, there is limited evidence 
that smart toilet solutions can accurately predict the 
insurgence of diseases outside the sandbox environment 
of a lab test.

The objective of most of these technologies as they 
collect community or individual-level data is to provide 
more abundant or higher-quality information for deci-
sion-makers. Nevertheless, more information, especially 
when hard to interpret, can lead to information over-
load stifling follow-up action (Khaleel et al. 2020). It is 
unclear whether the provision of more data, without an 
effective framework to interpret it, would lead to better 
health outcomes. If, say, the smart toilet analysis con-
tinuously reports a low, but non-zero, probability of ill 
health, the subject might initiate further health action, 
or simply get desensitized, discounting the information 
as irrelevant. 

Additionally, the extensive collection of data can lead 
to seeing patterns in random directions because the 
machine learning algorithms that analyze them offer 
probabilistic and non-causal relationships (Blyth 1972; 
Boyd and Crawford 2012; Valiant 1984). The opacity of 
machine learning algorithms complicates the recognition 
of biases (de Laat 2017; Mittelstadt et al. 2016) especial-
ly when insights from a particular use or population are 
applied to  different contexts (Danks and John London 
2017; Shah 2018). 

When spurious conclusions inform policy action, public 
resources might be misallocated to solutions that do not 

Figure 2: Decision map for the feasibility of SST implementa-
tion for public health purposes.
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address the underlying cause of the problem. Suppose 
that data collected in public latrines displays low levels 
of water use in a community with high levels of mor-
bidity. That insight might lead policymakers to the 
conclusion that people are not washing their hands and 
that health education programs should be introduced. 
But, the observed behavior might be an adaptation to 
the low quality of the water in the area. The data were 
biased, most likely by previous beliefs on the causes of 
the problem, leading to misleading insight and ineffec-
tive responses.

Necessity
Even if the SST in question works as intended, other 
solutions should be preferred if they either work better 
or are less harmful. Each technology, therefore, needs to 
be compared to the ecosystem of solutions available for 
the problem that it intends to solve. For example, there 
are very few solutions that allow for non-invasive, daily 
stool monitoring other than smart toilets. But the ab-
sence of similarly functioning products does not imply 
that the solution is necessary for public health purposes. 
The objective of smart toilet solutions is arguably not 
the daily monitoring of stools, but rather how it ad-
dresses an identified problem. The problem it is trying 
to solve might be the early detection of gastrointestinal 
disease. 

Using as a benchmark the public health issue, as op-
posed to the path taken to address it, we can easily find 
alternative solutions. Educational programs to self-per-
form a Bristol stool analysis might be a lower-cost, more 
equitable, and more privacy-preserving policy approach 
than, say, subsidizing the development or sale of smart 
toilets. Free annual check-ups might also serve the 
same purpose at a lower social cost. To avoid the risk 
of a “technology for technology’s sake” approach, the 
different solutions considered might include low-tech or 
non-tech applications that achieve the same end goal. 
Conversely, SST used for wastewater epidemiological 
monitoring might prove superior to their alternatives. 
Self-reports or clinical tests might underestimate the 
prevalence of diseases, especially when they have long in-
cubation periods and high levels of asymptomatic cases, 
or when self-reported data is inaccurate due to health-re-
lated stigma or shame. Nevertheless, when SSTs are used 
for public health purposes, assessing the necessity of the 
application should include a consideration of the action 

that public authorities would be unable to take in the 
absence of the technology. 

For instance, the detection of opioid use at the local lev-
el is useful if resources like educational programs on the 
risk of drug consumption can be diverted more efficient-
ly depending on the detected prevalence. However, if 
the high levels of use are driven by medically prescribed 
uses of opioids, then those programs might be ineffec-
tive responses. Therefore, unless alternative public health 
responses are available, not collecting the data works 
equally well and is less harmful since it does not give rise 
to any privacy issue embedded into data collection.

Proportionality
Even when SST is uniquely positioned to deliver estab-
lished public health benefits, it would be of little use if 
the social cost of employing that technology outweighs 
the benefits it provides. In other words, the magnitude 
of the problem that the SST is set to solve must justify 
the financial and social cost of addressing it. According 
to the WHO, every year, the death of 297,000 children 
under the age of five is connected to diarrheal disease 
globally (UNICEF and WHO 2019). When considering 
healthcare costs and loss in economic productivity, the 
economic burden of diarrheal disease has been estimated 
to be over $12 billion yearly (Alhamlan, Al-Qahtani, 
and Al-Ahdal 2015). An illness with such a profound 
burden might justify a higher social cost than addressing 
a health issue with a lower impact, like the common 
cold.

The financial burden of setting up SST solutions is 
a component of assessing cost. Communities with a 
higher prevalence of water-borne illness might benefit 
the most from continuous epidemiological monitor-
ing. Nevertheless, the high cost of SST can often limit 
the potential for scaling up these solutions after pilot 
studies, especially given the many competing necessities 
these communities face.

Not all costs of using these technologies are financial. 
Many SSTs present important social concerns. The 
collection of data raises questions of privacy since it 
might be used to infer sensitive information about 
individual health. SSTs might exacerbate existing health 
inequities because wealthier communities might better 
afford health monitoring systems and higher-income 
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individuals might have easier access to health innovation 
technologies like smart toilets (Park et al. 2020). The 
cost and benefits of adopting SSTs might not be uni-
formly distributed among the population. For example, 
monitoring HIV prevalence within a city might lead to 
the over-surveillance and stigma of already vulnerable 
communities.

Many of the social costs and benefits, however, can be 
hard to quantify, and therefore compare. How much 
societies value privacy vis-a-vis the containment of 
infectious diseases, for example, is difficult to establish 
and the results likely not to be universal. In those cases, 
using participatory approaches, either through direct 
involvement of the affected community or through a 
mediating entity, can reveal communities' preferences 
when costs and benefits are subjective and hard to quan-
tify. Participatory approaches are further discussed in the 
section about privacy.

Time Boundedness
Since a necessary condition of SST deployment is such 
that the social benefit should outweigh any social cost, 
there must also be provisions in place to decommission 
the technology if that balance shifts. Sunsetting pro-
visions are usually set up to prevent that surveillance 
mechanism initiated to respond to a public health crisis 
outlive their purpose. For instance, the use of digital 
“Green Passes” as proof of COVID-19 immunity for 
visiting public spaces in the European Union required 
the set up of sunsetting provision to prevent that the 
use of the system extended beyond crisis-level periods in 
COVID-19 infections (Beduschi 2021).  These provi-
sions usually specify how to define a crisis—and there-
fore its absence—and how to decommission the technol-
ogy once it has exhausted its initial objective. But even 
when the technology is not implemented in response 
to a crisis, it is important to define ex-ante its intended 
purpose and the conditions that ground its necessity.
One particular challenge is determining the point at 
which SST technology has exhausted its scope for 
applications that perform predictive analysis. Consider 
an SST application that collects data with a descriptive 
purpose: the information collected alerts health officials 
of a rise in infections for a given illness, and prompts 
them to initiate an early public health response. In this 
case, the SST application itself can provide valuable 
information on the need for its own decommission. 

For example, if epidemiological analysis of wastewater 
reveals the absence of new cases for an extended time, 
then there might be grounds to scale back monitoring of 
that particular disease.

For a technology whose purpose is to inform a proactive 
policy response by predicting disease outbreaks, rather 
than simply monitoring disease prevalence, sunsetting 
conditions can be more difficult to establish. Predictive 
technology can confound the identification of any effect: 
the absence of disease transmission can be a sign of the 
system’s success and the continuous need for it as much 
as the possibility of decreased prevalence of the disease. 
This chicken-and-egg question requires more sophisti-
cated techniques to evaluate the timing of decommis-
sioning, like using proxies of disease prevalence without 
measuring it directly, or basing the sunsetting decision 
on comparable locations that do not employ the same 
SST.

Privacy
Many of the SSTs considered in this paper ultimate-
ly collect data about individuals or communities. For 
example, smart toilets collect individual health informa-
tion which can be associated with the identity of their 
users. Sensors in public latrines, on the other hand, 
cannot connect the information collected to the identity 
of a single individual but provides a picture of the health 
status of a whole community. 

Both raise questions about data surveillance and priva-
cy. Highly detailed spatial behavior and lifestyle can be 
inferred from the collected data. Consider, as an exam-
ple, data on opioid use as tracked through the sewage 
system. They could be accessed by police and security 
forces through warrants, be shared with third parties, 
and might generate analytics with commercial value. 
Even if they cannot pinpoint use by a single individual, 
they can create damaging social stigma for those com-
munities that were flagged by the system (Kitchin 2014, 
2016). 

The collection of data in smart cities has initiated similar 
debates over the threats and limitations of these data col-
lection processes and uses (Calvo 2019; Kitchin 2014, 
2016; Mark and Anya 2019). The use of SST for public 
health purposes exacerbates these concerns because it 
often collects sensitive health information. Additionally, 
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most privacy regulations contain language that voids 
any restrictions during a public health crisis, setting up 
conditions for the unrestricted use of these technologies.
The paragraphs that follow outline some of the privacy 
considerations for the use of SST. The list includes some 
major considerations, such as what might constitute 
consent, the form that a data governance structure 
might take, the limited purpose of the technology, and 
that the monitoring systems employed are openly avail-
able for public auditing. 

Consent
Given the sensitive nature of the information harvested 
by many SST solutions, citizens should have a say about 
the data collection process and its use (König 2021). 
What constitutes as consent to collect and use data 
depends on the type of technology and its applications. 
The purchase of a smart toilet might be taken to indicate 
consent to the collection and the analysis of data since 
data collection is the primary function of the product. 
Less clear is the responsibility with respect to a house 
guest whose data might be collected without that initial 
purchase decision. The problem could be easily solved, 
technically, with on and off switches to the sensors that 
perform the data collection.

Less trivial is the shape that consent should take when 
the data is collected from public latrines or directly from 
the sewage system. Those data can build into a probabi-
listic profile of any individual who lives in the geograph-
ical area covered and might contribute to surveillance 
and stigma. Yet, requiring informed consent to data 
collection and use from every affected individual might 
constitute an overly burdensome and unrealistic require-
ment.

Even when individual consent is feasible, its usefulness 
has been called into question by the powerful inference 
tools now available (Kitchin 2016). For example, know-
ing the sexual orientation of only 20% of social media 
users enables the prediction of the sexual orientation of 
others who have not volunteered that information (Bara-
cor and Nissenbaum 2014). This phenomenon, labeled 
as “tyranny of the minority” renders individual consent 
relevant only when it is coordinated among users.

Therefore, community preferences for the use of public 
interest technologies are often assessed by opening pub-

lic comment periods. In their most simple forms, public 
comment periods allow any stakeholder to submit input 
such as opinions, questions, and concerns over the use of 
a given technology for public purposes. For example, the 
city of Seattle opened public comments and community 
town halls over the use of surveillance technology in the 
city (Seattle IT 2022). Belgium started an open consul-
tation in preparation for the launch of its digital contact 
tracing app in 2020 (Arseni et al. 2020). While public 
comments offer a system to increase transparency and 
democratic legitimacy, they also raise issues of inclusive-
ness because individuals with a higher level of education 
and higher incomes might be more likely to submit 
comments.

Limited Purpose
Suppose that data collected in the sewage system shows 
that a given area of the city displays higher levels of HIV. 
That insight is used to inform a more efficient public 
health response to contain its spread. Should it also be 
used as an individual risk factor by health insurance 
companies computing insurance premiums? To prevent 
abusive and excessive data surveillance, the purpose of 
the technology and the data collected should be clear-
ly specified before the collection process is initiated. 
Accountability mechanisms and monitoring agencies 
should ensure that the limited purpose of the data is not 
breached. 

While this is a legal requirement in many privacy reg-
ulations, including the EU’s General Data Protection 
Regulation, it is also of practical relevance. Specifying 
the intended use of the data can help structure the data 
collection process effectively and efficiently. It prevents a 
perspective that takes amassing data as the starting point 
to later explore what can be done with it, in favor of a 
problem-centered approach (König 2021). Determining 
the purpose limitations of the data collection process can 
be a community exercise that lends democratic legitima-
cy to the use of the SST. 

Conflict of Interest
Many applications of smart city technologies (and 
possibly of SST) are deployed through a Public-Private 
Partnership (PPP) model where a private company sells 
a technological solution to a jurisdiction and (often) 
subsequently manages it. While PPPs have been cel-
ebrated for lending efficiency to public services, mis-
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aligned incentives might generate conflicts of interest. 
Misaligned incentives might trigger a “technology for 
technology's sake” approach focused on technical fixes 
that lose track of the problem meant to solve (Car-
novale and Louisy 2021). Corporations might use the 
smart city template as a test bed for new technology to 
sell their products (Kitchin 2015). Having companies 
effectively managing cities’ public services raises the risk 
that vested agendas might trump public interest (Mark 
and Anya 2019). As automatization displaces jobs, the 
experiential knowledge of the city might be lost, grant-
ing greater preponderance to the needs identified by 
the—potentially biased—data (Mark and Anya 2019).
The opacity of many big data analysis techniques exac-
erbates these problems. If SST solutions are proprietary 
and held by private companies, the public might be 
prevented from reviewing the functioning of the SST 
and assessing any potential bias that might work against 
the public interest. These shortcomings might harm the 
perceived democratic legitimacy of SST. Naming inde-
pendent third parties to routinely assess the effectiveness 
of the technology in place, with an eye not only on their 
functioning, but also on the social problem they are set 
to address, can go a long way when it comes to aligning 
incentives and ensuring democratic legitimacy to the 
solution.

Data Governance
Data is never neutral. Even the decision over what type 
of data is collected and where it is harvested can be 
driven by substantial levels of bias and have a heteroge-
neous impact across communities (Kitchin 2016; König 
2021). Yet, because of the challenges with obtaining 
individual consent, the democratic legitimacy of smart 
city technology has often been called into question, and 
SST would likely follow a similar path. 
A participatory approach based on community autono-
my, rather than individual autonomy, might prove better 
suited when individual consent is hard to collect or 
meaningless. This approach focuses on setting demo-
cratically accepted principles on which the sustainable 
design of a smart city should be based. These principles 
should guide the collection and storage of data, their 
analysis, the achievable insights, the action that they 
inform, and any other concern that the affected commu-
nity might rise. While these standards might different 
across communities, they are meaningful only when ac-

countability mechanisms are designed to translate these 
principles into formal requirements (König 2021). 
Data trusts—intermediary organizations that control 
city data and are entrusted with protecting the public 
interest of citizens—have been proposed as solutions to 
this problem. These organizations can set the standard 
for the sustainable design and use of smart city tech-
nology and initiate monitoring by independent experts 
to ensure those standards are met by its applications. If 
democratically elected, data trusts could bestow legiti-
macy to the application of the public interest technol-
ogy they oversee. Finally, bestowing on data trusts the 
responsibility over the collection, use, and sharing of 
data effectively brings the ownership of the extracted 
data onto the citizenry as opposed to private companies 
or governments (Delacroix and Lawrence 2019; König 
2021; Mills 2019; O’hara 2019). 
Data trusts and participatory approaches are not a 
panacea. Participatory approaches are time-consuming 
and their output might ultimately only represent the 
view of the most influential members of a community, 
or those with more resources to take part in the debate. 
They can also be influenced by power dynamics, and 
foster power struggles within communities. Data trusts 
are not immune to manipulation, and the risk is higher 
in countries where corruption is rampant (Transparency 
International 2021). Data governance structures should 
therefore remain fully transparent so that individuals, 
the press, and civil society organizations can investigate 
and denounce any perceived abuses.
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Conclusions

SST promises to expedite wastewater-based epidemiological analysis, monitor the status and use of the sanitation 
infrastructure and automatize its maintenance, and track individual health trends. Despite the presence of some case 
studies, its public health potential (and possible threat) is unfamiliar territory for practitioners and researchers alike. 
While SST might sustain the vision of the UN Sustainable Development Goals, it can also lead the continuous surveil-
lance of individual existence—an often criticized feature of smart city architecture—to an incredibly intimate location: 
the toilet. The data collected by many SST applications can be considered health data. Their improper use can generate 
harm and stigma. Whether SST can create value for its citizenry will largely depend on the design of a sound policy 
ecosystem behind its use. 

In this paper, I outline considerations for stakeholders to make informed decisions and carefully weigh opportunities 
and threats that arise from the use of SST for public health purposes. It outlines some basic and uncontroversial policy 
principles that should guide any on-the-ground implementation of SST. Those principles include scientific validity, ne-
cessity, proportionality, time-boundedness, and privacy. This list is far from comprehensive, but it is an initial approach 
to an emerging industry with enormous potential for achieving sustainable development objectives under the condi-
tion that ethical considerations are addressed appropriately. 

Many of the recommendations outlined stem from a larger debate on the social impact of smart city technology 
and its policy implications. SST, however, presents some challenges that are unique within smart city architecture. It 
collects data that pertain to individual or communities’ health which qualifies as sensitive information. Many privacy 
legislations contain language that void any privacy requirement during a public health crisis, heightening the potential 
for abuses unless the SST implemented encapsulates these policy principles in its design. A sound policy ecosystem 
includes the creation of a host of accountability mechanisms that can lend ethical soundness and democratic legitima-
cy to the use of SST for public health purposes.

Failure to do so might result in SST doing more harm than good. Other technologies have had similar fates. The facial 
recognition technology that was supposed to increase the safety of cities ended up criminalizing vulnerable communi-
ties (Cowling 2021; Petty 2020; Williams 2020). The mortgage algorithms that were supposed to end racial biases in 
the provision of loans ultimately  excacerbated those biases (Rice and Swesnik 2013; Townson 2020).  Fear of unin-
tended effects or policy backlash might discourage the adoption of SST altogether, preventing the realization of their 
potential to support public health goals.
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Appendix A: Checklist and Decision Map for Practical Implementation
The following checklist outlines how these broadly accepted principles might be applied to evaluate the adoption of a 
chosen SST solution.

1) What is the public health issue that the SST under consideration is meant to solve? 
The use of SST is justifiable when it addresses a clearly defined public health issue. The problem should be framed 

in terms of the social outcome to address rather than the lack of resources to face it. For instance, a shortage of public 
latrines and consequent open defecation might not be, per se, a public health issue. That is the mechanism for the 
spread of infections and potential disease outbreaks: the identified public health concern. In this example, increasing 
the number or quality of public latrines is the identified solution to the disease outbreak problem. The identified pur-
pose of the SST will serve as a benchmark for subsequent considerations.

2) Is there sufficient scientific evidence that the SST under consideration solves or mitigates the previously 
identified problem?
 Yes, the SST works effectively and is an evidenced-based solution: scientific studies have connected its use to 

the improvement of public health metrics.
         No, the SST is still in its piloting phase and while there is evidence that it functions appropriately, no studies 

have connected its use to health or social outcomes.
No, there is no scientific evidence showing that the use of the considered SST improves the health metrics 

connected to the public health interest that it serves.
3) Are there alternative solutions to address the same public health issues at a lower financial and social cost?

No, this is the lowest-cost solution to the identified public health problem.  
Yes, alternative solutions that impose a lower social impact on the affected individuals or communities exist and 

are available.
4) Are the social costs and benefits associated with the use of the SST under consideration uniformly distrib-
uted across the population?

Yes, the technology is equally available to and easy to use for all individuals in the impacted communities, and 
it benefits all members of the community equally.

        No, some communities or individuals bear more of the social or financial cost of the technology, but they also 
benefit the most from its implementation because of underlying health vulnerabilities.

No, some communities disproportionally bear the burden of the SST implementation (through increased 
health surveillance, criminalization, stigma, diminished privacy,…)

5) Does the gravity of the public health issue justify the SST’s negative social impact?
Yes, the social benefits of the SST outweigh its cost for all the individuals impacted. Provisions mitigate any 

negative impact on the communities who are disproportionately impacted and establish remedial action.
No, social costs outweigh any social benefit for the majority of the population or the magnitude of the negative 

social impact is so high for an affected minority that any meaningful remediation is unfeasible.
6) Are there sunsetting provisions to the SST under consideration?

Yes, provisions are in place to decommission the technology when the public health issue that it serves is no 
longer present. Public health indicators are consistently monitored to ensure that the decommissioning process is initi-
ated when needed.

No, no end date is established for its use.
7) Do people have a choice over the adoption or design of the SST under consideration? 

Yes, the consent of the impacted individuals is solicited before adopting the technology. When individual con-
sent is unfeasible, meaningful solutions are in place to include the impacted communities’ voices in the SST’s adoption 
decision-making process.

No, the use of the SST is mandatory and /or imposed with little to no review by the most impacted communi-
ties. 

8) Is the use of the SST under consideration voluntary?
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Yes, the use of the SST is optional.
No, the use of the SST is mandatory, but it has been explicitly and meaningfully approved by the impacted 

community.
Yes, the use of the SST is optional, but some individuals might not have easy access to alternatives.
No, use of the SST is mandatory and/or imposed with little to no review by the most impacted communities. 

9) If data are collected, are there systems in place to protect information about members of the affected com-
munities?

Yes, the collection, analysis, and sharing of the data collected preserve the privacy of the individuals who have 
consented to the data collection process. Systems are also in place to protect any information on individuals or com-
munities that might be inferred from the collected data, independently of prior consent.

No, cyber-security is low and data use is unresponsible. For instance, the data are identifiable or re-identifiable, 
they are easily accessible to non-authorized entities, and inferences on private information of individuals who have not 
expressed consent to the data collection process are used without their knowledge or consent. 

10) Is the purpose of the data collection process clearly defined and transparent?
Yes, data cannot be applied to any use other than what was explicitly communicated when consent was solicit-

ed or the use of the SST approved by the impacted community. 
No, the data is amassed as the starting point to later explore what can be done with it. The purpose limitation 

is excessively broad and does not provide adequate transparency over data uses.
11) Are the incentives for the entity selling the SST, managing it, or analyzing its data aligned with the public 
interest it serves?

Yes, compensation and accountability systems ensure that the SST or its data is not used to the detriment of 
the impacted community.

No, the entities selling or managing the technology might be subject to conflicts of interest.
12) Are independent accountability systems in place to monitor that the previous conditions are continuous-
ly met?

Yes, participatory governance mechanisms are in place to monitor the use of the technology, provide indepen-
dent evaluations of its effect and ensure that the limitations agreed upon apply to any SST application.

No, there is no organization or public entity with the explicit mandate to monitor the use of the SST.
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